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ABSTRACT

Dialogue intent classification is a fundamental and essen-
tial task in dialogue systems. Although sentence-level and
document-level text classification have made dramatic progress
in recent years with the help of deep learning technology,
dialogue-level classification remains challenging. Dialogue
has unique characteristics that distinguish it from other types
of text. Dialogue is interactive, with feedback between
speakers, and turn-taking. These unique features suggest
that model architecture should take dialogue structure into
account to learn a better representation. In this paper we
propose an Adjacency Pairs-Aware Hierarchical Attention
Network (AP-HAN) for dialogue intent classification. A
dialogue reconstruction strategy is designed to match the
question and answer utterances properly and then make the
dialogue to be presented as a sequence of adjacent pairs.
Then, the adjacency pairs features are incorporated into the
hierarchical attention network. Experimental results on pub-
lic CCL2018-Task1 corpus show the better performance of
the proposed model.

Index Terms— Intent classification, Dialogue modeling,
Adjacency pairs, Hierarchical attention network.

1. INTRODUCTION

Intent classification is a fundamental and essential task in dia-
logue systems. Using automatic speech recognition (ASR) to
transcribe user speech input into text, and then classify it into
a predefined label is the usual method to achieve the purpose
of recognizing and understanding user intent of a dialogue.

Dialogue intent classification is one kind of text classifi-
cation. Traditionally, shallow models, such as SVM [1] and
logistics regression, are used to learn text representation for
classification. In recent years, deep learning models, such as
CNN [2], RNN [3], attention mechanism [4] and their hybrids
are widely used. Sentence-level and document-level text clas-
sification have made dramatic progress in recent years [5–7].

* Corresponding author.

Speaker Turns Dialogue fragment
A T1 Hello very glad to serve you!

B T2 Hello, why can’t I use the ten yuan domestic package
I just ordered?

A T3 It has taken effect. You can use it directly online now.
B T4 Can I use it directly online now.
A T5 Yes, the order has been successful at 10:14.

Table 1. An example of dialogue fragment from the
CCL2018-Task1 corpus

Nonetheless, dialogue-level classification remains challeng-
ing and relatively under-investigated. Dialogue has unique
characteristics that distinguish it from other types of text. Di-
alogue is interactive in nature, with feedback between speak-
ers, and turn-taking [8]. Further, important pieces of infor-
mation may be scattered across various utterances of different
speakers and capturing the intent behind them requires deeper
understanding of the dialogue context. These unique features
suggest that model architecture should take dialogue structure
into account to learn a better representation.

Several studies have been proposed to integrate dia-
logue structure to learn dialogue context representation on
pre-trained language model [9], Multi-turn Response Selec-
tion [10], and dialogue summarization [11]. Although these
neural network based approaches have been quite effective,
they have not fully exploited the dialogue structure. Con-
versation is a cooperative language communication activity
involving two persons, and information contained in a single
utterance is usually incomplete. Using adjacent pairs as the
basic unit of dialogue is conducive to learning more meaning-
ful representations. Adjacent pair is made up of two talkers
each speaking once [12]. As shown in Table 1, T1 is a turn
and it can form an adjacent pair with T2. However, the adja-
cent pair isn’t naturely fixed in the order of appearance of the
two utterances. For example, the five utterances in Table 1 can
form three adjacent pairs of T1-T2, T2-T3, and T4-T5. The
wrong constructed adjacent pair may introduce additional
noise, resulting in a model performance degradation.

To deal with the above challenge, we propose an Ad-
jacency Pairs-Aware Hierarchical Attention Network (AP-
HAN) for the task of dialogue intent classification. Com-
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pared to other text understanding models, our AP-HAN can
better capture the unique character of dialogue. First, to
model the relationships between questions and answers, we
extend the work of hierarchical attention network (HAN) [7]
and incorporate the structure of adjacency pairs into the neu-
ral network. Furthermore, in order to make the dialogue to
be presented as a sequence of adjacent pairs, we propose a
dialogue reconstruction strategy, which helps to match the
questions and answers properly and reduces the negative im-
pact of the wrong adjacent pairs. Experimental results on
the public CCL2018-Task1 corpus show that the proposed
model achieves significant improvements over the compared
models, especially for long dialogues.

2. MODEL

This section describes our AP-HAN model (Show in Figure 1)
that construct and incorporates adjacency pairs features into
the hierarchical attention network.

2.1. Dialogue Reconstruction

According to Schegloff and Sacks’s definition [12], adjacency
pair is a pair made up of two speakers each speaking once.
The pair of question-answer is the most common type, espe-
cially in the field of customer service. Unfortunately, if adja-
cent pairs are formed according to each two turns in chrono-
logical order, it will lead to wrong adjacent pairs, which will
have a negative impact on the model. Therefore, we propose
dialogue reconstruction strategy to use interrogative sentence
recognition and replication to make multi-turn dialogue into
adjacent pairs. Formally, given a dialogue D with L utter-
ances, our goal is to construct L′ adjacent pairs. From the
beginning of the original dialogue, every two turns will form
an adjacency pair in chronological order. When the second
turn of the adjacent pair is an interrogative sentence (e.g. T2
in Table 1), it will be copied once, and the copied utterance
will form a new adjacent pair with the next utterance (e.g.
T2-T3 in Table 1). In this paper, we follow [13] to collect
interrogative words and use regular expressions to achieve in-
terrogative sentence recognition.

Through the above strategy, we obtain the adjacent pairs
with two utterance as a group, D = {p1, p2, ..., pL′}, where
pi = {wi1, wi2, ..., wiT }, wit with t ∈ [1, T ] represents the
word t in the ith adjacency pair. Then we use BERT [14] to
embed the words to vectors through the last layer of it and the
BERT model is fine-tuned with our framework. Specifically,
an adjacent pair with two turns A, B is constructed as the
following input form:

[CLS]A[SEP ]B[SEP ] (1)

This is consistent with the next sentence prediction (NSP)
pre-training task of BERT model, which aims to let the model
learn the correlation between utterances.

(a) Dialogue reconstruction

(b) Adjacency pairs-aware hierarchical attention network

Fig. 1. The architecture AP-HAN

2.2. Adjacency Pairs-Aware HAN

Word Encoder. Given the adjacency pair pi with word em-
bedding eit, t ∈ [1, T ], we employ a Bi-directional GRU
[15], which can efficiently make use of past features and fu-
ture features for a specific time step, to get representations of
words by summarizing information from both directions. The
forward GRU reads pi from the ei1 to eiT and a backward
GRU reads from eiT to ei1.

−−−→
GRU(ei1, ei2, ..., eiT ) = (−→h i1,

−→
h i2, ...,

−→
h iT ) (2)

←−−−
GRU(eiT , ..., ei2, ei1) = (←−h iT , ...,

←−
h i2,

←−
h i1) (3)

We obtain a contextual representation for a given word eit
by concatenating the forward and backward hidden states:

hit = [−→h it,
←−
h it] (4)

which summarizes the information of the whole adjacency
pair centered around the word eit.

Word Attention Layer. Word attention mechanism is
introduced to capture which words that are important to the
meaning of the pair and aggregate the representation of those
informative words to form a pair vector zi:

uit = tanh(Wwhit + bw) (5)

αit =
exp(u⊤ituw)

∑t exp(u⊤ituw)
(6)
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zi =∑
t

αithit (7)

where hit denotes the hidden state of word t in adjacency
pair i. αit is the corresponding attention weight calculated by
a softmax function and Ww, bw, uware model parameters.
Then we compute the adjacency pair vector zi as a weighted
sum of the word annotations based on the weights. After per-
forming the same computation in all adjacent pairs, we get
the vector sequence (i.e., (z1, z2, ...,zL′)).

Adjacency Pair Encoder. Given the pair vectors zi, we
also use a Bi-GRU to encode the pairs in order to incorporate
the contextual information in the annotations, i.e.,

−−−→
GRU(z1, z2, ...,zL′) = (−→h1,

−→
h2, ...,

−→
hL′) (8)

←−−−
GRU(zL′ , ...,z2, z1) = (←−hL′ , ...,

←−
h2,
←−
h1) (9)

hi = [−→h i,
←−
h i] (10)

We concatenate
−→
h i and

←−
h i to get an annotation of pair pi,

hi summarizes the neighbor information near pair pi.
Adjacency Pair Attention Layer. Following [7], to re-

ward adjacency pairs that are clues to classify a dialogue, we
again use an attention mechanism and introduce a pair level
context vector up to measure the importance of all pairs.

ui = tanh(Wphi + bp) (11)

αi =
exp(u⊤i up)

∑t exp(u⊤i up)
(12)

d =∑
i

αihi (13)

where d is the dialogue vector that summarizes all the in-
formation of adjacency pairs. Similarly, the context vector
up can be randomly initialized and jointly learned during the
training process.

2.3. Dialogue Intent Classification

Finally, we feed the dialogue representation vector into a
multi-layer perceptron (MLP) and send the output of MLP
to a softmax function to predict the probability of each cate-
gory. To alleviate the overfitting problem, we apply dropout
regularization [16]. We use cross-entropy loss function
to train our model end-to-end given a set of training data
{Di, yi}, i ∈ [1, N], where Di is the ith dialogue to be pre-
dicted and yi is the ground-truth intent category for dialogue
Di. The goal of training is to minimize the loss function:

prob = softmax(Wc ∗ (r ⊙ d) + bc) (14)

loss = −
N

∑
n=1

K

∑
k=1

y
k
n ∗ log(prob) (15)

where N is the number of training samples and K is the cat-
egory number. r is a vector with the same dimension as d
and obeys the Bernoulli distribution. ⊙ represents Hadamard
product.

3. EXPERIMENTS

3.1. Dataset

Dataset 1. We test our model on a public CCL2018-Task1
corpus1. The dataset is in Chinese and contains 20000 sam-
ples with 34 intent labels, which are text data transcribed by
the dialogue recording between users and customer service.
According to the service type, the 34 intent labels belong to
three large categories: consultation, complaint and handling.
Following [17], 20% of the dataset is used as test set, and
the remaining data is divided into training and validation sets
according to the proportion of 8:2.

Dataset 2. In addition, we further divide dataset 1 into
three data subsets of the individual large categories, and con-
duct experiments on each of them, respectively. It can elim-
inate the internal confusion of the three large service cate-
gories, and be used for the evaluation of intention recognition
of the small categories within each large category.

3.2. Experiment Settings

The hyperparameters of the models are tuned on the valida-
tion set. We set the dimension of the hidden states of GRU as
300. To avoid overfitting, dropout [16] with a probability of
0.2 is used. For training, we use a mini-batch size of 24 and
dialogues with the same numbers of adjacency pairs are orga-
nized to be a batch. The parameters are updated by the Adam
algorithm [18] and the learning rate is initialized as 2e-5.

We compare our model with several baseline methods: (1)
BERT Fine-Tune: A pre-trained language model [14] for text
classification. (2) BiLSTM: A classic baseline that is widely
used for text classification [19]. (3) BiLSTM Soft ATT: A
standard BiLSTM with soft attention mechanism for text clas-
sification [20]. (4) HAN: A hierarchical network model with
both word- and sentence-level attentions proposed by Yang et
al. [7]. (5) PLA-HAN: Another hierarchical network model
with both word- and sentence-level attentions proposed by
Ding et al. [17]. They incorporate utterance label attention
using an auxiliary external data set. For the fair experiments,
all of the baselines and our AP-HAN are built on the top of
BERT, and process fine-tuning during training.

3.3. Main Results

Table 2 shows the result of our AP-HAN and competing ap-
proaches: (1) Compared with the sequence models that take
the whole dialogue text as input, hierarchical structure mod-
els achieve better classification performance. The hierarchical
models can better model the semantic structure of words, sen-
tences and dialogue. It may also because hierarchical atten-
tion can avoid the maximum sequence length limitation when
using BERT. (2) By incorporating utterance attention using

1http://www.cips-cl.org/static/CCL2018/call-evaluation.html
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Model types Models Dataset 1 Dataset 2
Consultation Handling Complaint

Sequence model
BERT FineTune 53.11 59.23 93.50 67.66
BiLSTM 53.75 58.27 93.62 66.71
BiLSTM Soft ATT 55.87 58.32 93.62 67.52

Hierarchical model

HAN 56.31 58.48 93.85 67.52
PLA-HAN 56.94 58.89 93.92 67.41
AP-HAN 57.60* 60.15* 94.66* 69.28*

w/o dialogue reconstruction 56.28 59.52 94.43 68.34

Table 2. Comparison of intent accuracy (%) of our model with baselines on test datasets. The numbers with * indicate that the
improvement of our model over all baselines is statistically significant with p < 0.01 under t-test

an auxiliary external data set, PLA-HAN outperforms HAN.
But PLA-HAN also has not fully exploited the dialogue struc-
ture. Our AP-HAN, which reconstructs the dialogue to be
adjacency pairs-aware, achieves the best performance, which
is better than HAN and PLA-HAN models in both datasets.
(3) Experiment of the effect on dialogue reconstruction (i.e.
AP-HAN w/o dialogue reconstruction) verifies the effective-
ness of the dialogue reconstruction strategy in reducing the
negative impact of wrong adjacent pairs.

3.4. Further Analysis

Impact on Dialogue Lengths. We further compare the per-
formance of AP-HAN with HAN and PLA-HAN under dif-
ferent dialogue lengths using dataset 1. We divide it into three
categories: long (more than 600 Chinese characters), medium
(301-600 Chinese characters) and short (less than 300 Chi-
nese characters). The results are shown in Table 3.

Models Dialogue lengths
< 300 300 − 600 > 600

HAN 63.34 53.61 40.06
PLA-HAN 63.55 54.43 41.62
AP-HAN 64.63 54.48 45.80

Table 3. Comparison of different lengths (Dataset 1)

As shown in Table 3: (1) The accuracy decreases with
the increase of length, which indicates that it is with a greater
challenge for long dialogue. (2) Our AP-HAN outperforms
HAN and PLA-HAN in the dialogue of different lengths. Es-
pecially for long dialogue (>600), compared with HAN and
PLA-HAN, the accuracy of intention classification increases
significantly, reaching 5.74% and 4.18%, respectively.

Visualization of Attention. We further investigate the at-
tention outputs of AP-HAN and HAN. An example dialogue
(intent labeled as consultation-business regulations) is chosen
from the test data for illustrating. We visualize the sentence
attention in HAN and adjacency pair attention in AP-HAN in
Figure 2. In this example, T4, T5, T8 and T13 are recognized
as interrogative sentences. And according to the replication
mechanism in Subsection 2.1, they are copied once because
they appear in the second turn of an adjacent pair.

As shown in Figure 2, HAN model pays too much atten-
tion to the single turns (T2, T4, and T10) and makes a wrong

Fig. 2. An example dialogue with utterance attention in HAN
and adjacency pair attention in AP-HAN.

intent prediction of consultation-account information. In our
model, the adjacency pair attention covers more complete im-
portant parts (T1-T4, T10-T11) which can capture more in-
formation about consulting business regulations and help the
classifier make the right prediction in this example.

4. CONCLUSION

This paper focuses on incorporating dialogue structure into
the hierarchical network model to learn a better dialogue rep-
resentation and proposes an adjacency pair-aware hierarchical
attention network (AP-HAN) for dialogue intent classifica-
tion. Experimental results on public corpus show that the pro-
posed model achieves significant improvements over the com-
pared models, especially for long dialogues. Visualization of
attention further illustrates the effectiveness of our model.
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