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Abstract

The current instance segmentation method can achieve satisfactory results in common
scenarios. However, under the overlap or partial occlusion between targets caused by the
complex scenes, accurate segmentation of pigs remains a challenging task. To address the
problem, the authors propose an instance segmentation method based on Mask Scoring
region-based convolutional neural networks (R-CNN) (MS R-CNN), which creates the
adversarial network called MaskDis in the head branch of MS R-CNN. The MaskDis is
trained as a discriminator using a generative adversarial network, and the MS R-CNN
model is used as a generator during model training. The adversarial training enables the
generator to learn context information and features at the pixel level, which effectively
improves the segmentation quality under pigs’ overlapping or dense occlusions scenes.
Experimental conducted on the pig object segmentation dataset show that the proposed
approach achieves a precision of 92.03%, a recall of 92.18%, and an F1 score of 0.9210.
Compared with the basic MS R-CNN model, the approach achieved a 2.25% improvement
in precision and 1.18% improvement in F1 score. Furthermore, the improved approach
outperformed advanced instance segmentation methods such as YOLACT, Swin Trans-
former, YOLOv5-seg, and SOLOv2 on COCO evaluation metrics. These experimental
results demonstrate the effectiveness of the proposed approach in instance segmenta-
tion of pigs in complex scenes, providing technical support for non-contact pig automatic
management.

1 INTRODUCTION

The pig farming industry plays an important role in the national
economy, and the main direction of the pig farming industry is
large-scale and intelligent pig farming. In large-scale intelligent
pig breeding, accurate and timely collection of phenotype
information for controlling pig growth is the key technology
for precision farming [1–3]. Observing animals on an indi-
vidual level to assess their health and welfare is necessary.
However, on a real-world commercial farm, observing pig
contour information by humans is impractical, and subjective
human observation can lead to errors [4]. Techniques based
on deep learning have been adopted in the last few years,
achieving excellent performance in many fields, image inpaint-
ing, natural language processing, and so on [5–7]. There have
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been successful uses of deep learning algorithms for acquir-
ing pig information, providing an efficient, contactless, and
non-destructive intelligent method [8–10]. However, objective
factors in the pig farm environment, such as light fluctuations,
high similarity, and pig adhesion, result in decreased accuracy
of detection and segmentation, which fails to meet practical
applications in pig farming. Therefore, designing and devel-
oping an accurate and efficient segmentation algorithm for
large-scale and intelligent pig farming is important. The ability
to automatically detect and segment the contour of individual
pigs can assist in the early detection of potential health or
welfare problems without the need for human observation.

Due to the development of deep learning technology, the
performance of instance segmentation has been significantly
improved. The classical methods rely on object detectors, such
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as Faster region-based convolutional neural networks (R-CNN)
[11] by detecting objects, obtaining bounding boxes, and then
extracting region features for pixel-wise segmentation using
techniques like RoIPooling or RoI-Align. Mask R-CNN [12]
is a representative instance segmentation algorithm that adds
a mask branch on the Faster R-CNN to predict the mask of
the object. Mask Scoring R-CNN [13] modifies the scoring
strategy for mask segmentation based on Mask R-CNN and
Cascade R-CNN [14] progressively improves object localization
using cascade structure to achieve more accurate mask predic-
tion. In addition, a series of instance segmentation algorithms
are derived from the single-stage fully convolutional one-stage
object detection (FCOS) [15] as the target detection framework.
MEInst [16] and CondInst [17] extend FCOS by predicting the
encoding mask vector or mask kernel for dynamic convolution
[18]. These methods have achieved satisfactory performance in
instance segmentation and effectively promote the development
of instance segmentation. However, these methods encountered
boundary leakage issues, where they failed to properly segment
instances of individuals that overlapped within the same class,
and the resulting mask segmentation lacked smoothness in its
details.

Instance segmentation methods have been widely used in
livestock welfare analyses. For example, cattle instances were
segmented from real animal farms using these methods, achiev-
ing an average accuracy of 92% [19]. Mask R-CNN based on
a dual attention guided feature pyramid network was intro-
duced for instance segmentation of group-housed pigs [20],
effectively segmenting individual pigs and achieved an aver-
age precision (AP) of 93.1%. In addition, our previous study
applied Soft-NMS to Mask R-CNN for instance segmentation
of pigs with complex backgrounds [21], achieving a harmonic
average (F1) of 93.74%. Mask R-CNN combined with a sup-
port vector machine (SVM) classifier to identify individual cows
and achieved an accuracy of 98.67% for cows [22]. However,
the above methods do not consider the diversity of samples
and objective factors such as complex light variations, occlu-
sion, adhesion of pigs, and complex backgrounds. Moreover,
adversarial networks can be used to significantly improve the
performance of the model during training using automatic
annotation of samples, which can solve the problems of instance
segmentation mentioned above.

Adversarial networks [23] have become popular algorithm
because it is capable of learning data distributions without rely-
ing on annotations. And its performance can be significantly
improved if annotations are used in the training. Adversarial
networks were applied to semantic segmentation [24], which
detects and corrects higher-order inconsistencies between seg-
mentation maps generated by segmentation networks and the
ground truth (GT) segmentation maps. It had also been used
for the segmentation of medical images [25], overcoming the
limitation of classical adversarial network discriminators, which
provide a single scalar true/false output, by generating stable
and sufficient gradient feedback for the network. In addition,
adversarial networks have been applied to image in painting.
Repair network and optimization network (RNON) is an effi-
cient image in painting method consisting of two mutually

independent generative adversarial networks, with one network
functioning as an image in painting network and the other as
an image optimization network [26]. Therefore, it can be widely
used in many fields such as image segmentation [27, 28], image
classification [29, 30], and so on [31–33].

To address the issue of unsatisfactory segmentation perfor-
mance in scenarios involving pig overlapping and occlusions,
this paper proposed an instance segment network model com-
bining adversarial network named MaskDis with the basic MS
R-CNN model. Firstly, the MaskDis is used as a discriminator
and the mask head of MS R-CNN is used as a generator; they
are trained using an adversarial training approach. After adver-
sarial learning between the generator and the discriminator, the
generator can learn pixel-level, low-level, and mid-level features,
as well as context information for better segmentation perfor-
mance. Finally, adversarial training makes the prediction mask
close to the GT, resulting in improved segmentation quality in
complex scenarios.

For this paper, the main contributions are as follows: (1)
we proposed an improved instance segmentation algorithm
to enhance the segmentation quality by fusing the adversarial
network in the MS R-CNN model. (2) We designed an adver-
sarial network (MaskDis) model achieving better performance
of instance segmentation under pig overlapping and occluded
scenarios. (3) We completed experimental validation with a vari-
ety of advanced instance segmentation algorithms on the pig
segmentation dataset and proved that our method has better
segmentation performance.

2 METHODS

2.1 Overall framework of the instance
segmentation algorithm

The structure of MaskDis R-CNN (shown in Figure 1) includes
two components: MS R-CNN and MaskDis Head. The method
firstly extracted the feature maps from the input images using
a backbone network of ResNet-101and Feature Pyramid Net-
works (FPN), and the resulting feature maps are then fed to
the Region Proposal Network (RPN) to generate Region of
Interests (RoIs). Secondly, the RoiAlign layer fixed the ROIs to
the same size and then fed them to the Fully Connected lay-
ers (FC layers) used for classification and detection and Fully
Convolutional Network (FCN) used for segmentation. The pre-
diction mask, the image of individual pig, and the GT are
simultaneously fed into the adversarial network head (MaskDis
head) for adversarial training, and then back-propagated to the
generator(MS R-CNN) by the multiscale loss function.

The following subsections illustrate the process of the MS
R-CNN and MaskDis head model.

2.2 The basic framework of MS R-CNN

The basic framework of MS R-CNN consists of the following
four components:
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TU ET AL. 3

FIGURE 1 The structure of MaskDis R-CNN.

Backbone. ResNet-101 and FPN are a network struc-
ture designed for multi-scale feature extraction. The
ResNet-101 consists of multiple residual blocks, which
effectively reduces the number of parameters in the con-
volution process and prevents the degradation of the
network due to the increase in network depth. ResNet-
101 generates five different scale feature maps, which
are fed into the FPN. In FPN, the pre-processed images
are firstly extracted by the bottom-up forward process
to get feature maps of different scales, and then the fea-
ture maps P6 are firstly obtained by down-sampling, and
then the corresponding feature maps are fused by top-
down up-sampling to get multi-scale fused. The features
obtained by fusion have more robust semantic infor-
mation, and also effectively improve the speed and the
accuracy of detection.

Region Proposal Networks. RPN are efficient in gener-
ating regions of interest because of the advantages of
fast candidate region generation and low computational
cost, the input of RPN networks is the feature map
extracted from the backbone network, and the output is
a batch of candidate frames and region scores, enabling
end-to-end training. The anchor mechanism was used in
the RPN network. The anchor is in the form of a 3 × 3
sliding window (n = 3) over each layer of the input fea-
ture map, generating k region boxes of different sizes
and proportions at the centre of the sliding window.

Mask Head. The output of Mask Head includes clas-
sification prediction, bounding-box regression, and
instance segmentation mask prediction. The classifica-
tion branch and bounding-box regression branch share
the features extracted in the first stage, including pool-
ing the RoIs by RoIAlign, followed by extracting the
deep features of the RoI feature map by two FC layers,
after which they start to divide into two branches and
perform one full connection each and then output the
results. The principles of classification regression and
bounding-box regression are the same as those of classi-
fication and border regression in RPN. The RoI feature
map used in the segmentation branch of the example
is independent of the two branches mentioned above.
First, RoI is processed by RoIAlign to obtain a 14× 14×

256 RoI feature map, where 14 × 14 represents the pix-
els of the feature map and 256 represents the number of
channels of the feature map. Then after passing through
four convolutional layers comprising the FCN, one layer
of deconvolution, and one layer of convolution, the final
result of instance segmentation with a scale size of 28 ×
28 is generated.

MaskIoU Head. The input features of the head branch
of MaskIoU Head are obtained from Mask Head. Then,
the MaskIoU values are obtained through the calcula-
tion of four convolutional layers and three FC layers. In
the four convolutional layers, the first layer uses a con-
volutional kernel with a size of 3 × 3 × 257, and the
remaining three layers use convolutional kernels with a
size of 3 × 3 × 256. In the three FC layers, the out-
put of the first two layers is 1024, and the output of
the last layer is the number of categories (set to 2 in the
experiment).

2.3 MaskDis Head

Figure 2 shows the structure of the adversarial network of the
herd pigs instance segmentation model. The adversarial network
head branch, called MaskDis Head, is added to the MS R-CNN
model. And Mask Head is used as the generator and MaskDis
Head as the discriminator during model training.

Firstly, True/False samples are obtained by dot-multiplying
the true mask or the predicted mask with the RoI of the origi-
nal image, respectively. Then, these True/False samples are used
as input data and fed into the network for computation. The
input data consists of pixel-level information with dimensions
of 28 × 28 × 3. The output of the first layer has dimensions of
14 × 14 × 64, and the output of the second layer has dimen-
sions of 7 × 7 × 128. The network structure comprises two
convolutional layers, each with a 5 × 5 convolutional kernel
size, 64 and 128 channels, and a stride of 2. Finally, the pixel-
level features extracted from the first convolutional layer output,
and the features from the second convolutional layer are com-
bined to form a one-dimensional vector. Hierarchical features
are extracted from multiple layers of the MaskDis Head to com-
pute the multi-scale L1 loss. This loss effectively captures both
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4 TU ET AL.

FIGURE 2 The architecture of the MaskDis head.

ALGORITHM 1

Input: Truemask,RoI ,Predictionmask; Output: Loss

1. Truesample ← Truemask ⊗ RoI

2. Featuremap1_T ← Convolution_layer1(Truesample, (5, 5), 64, 2)

3. Featuremap2_T ← Convolution_layer2( featuremap1_T , (5, 5), 128, 2)

4. Fakesample ← Predictionmask ⊗ RoI

5. Featuremap1_P ← Convolution_layer1(Fakesample, (5, 5), 64, 2)

6. Featuremap2_P ← Convolution_layer2( featuremap1_P , (5, 5), 128, 2)

7. Loss ←
1

N

N∑
n=1

smoothL1loss ( fc (Truesample,Featuremap1_T ,

Featuremap2_T ), fc (Fakesample,Featuremap1_T ,Featuremap2_T ))

Return: Loss

long- and short-range spatial relations between pixels by uti-
lizing hierarchical features, including pixel-level, low-level, and
mid-level features.

The generator and discriminator networks are trained alter-
nately in an adversarial manner: the Mask Head is trained to
minimize the multi-scale L1 loss, while the MaskDis Head is
trained to maximize the same loss function. This adversarial
training improves the quality of segmentation as the generator
and discriminator learn pixel-level features, low-level features,
and mid-level features. The relevant pseudo-code is presented in
the table, and the improvements are described in Algorithm 1.

More details including number of feature maps used in each
convolutional layer can be found in Figure 2.

In MaskDis Head, the generator generates n predicted masks
denoted as xnand the corresponding original map RoI and true
masks denoted as rn and yn, respectively, and the Multi-Scale
Feature Loss function LDis is defined as

min
𝜃G

max
𝜃D

LDis (𝜃G , 𝜃D )

=
1
N

N∑
n=1

smoothL1loss

(
fc (rn · xn ) , fc (rn · yn )

)

(1)

𝜃G and 𝜃D represent the parameters for the generator and
the discriminator. rn∙xnis the result of the original map RoI and
the predicted mask dot product, and rn∙yn is the result of the
original map RoI and the GT mask dot product. The formula
smoothL1loss (Tpred , Tgt ) is defined as follows:

smoothL1loss

(
Tpred , Tgt

)

=

⎧⎪⎨⎪⎩
(Tpred − Tgt )2∕2, i f

|||Tpred − Tgt
||| < 1

|||Tpred − Tgt
||| − 1∕2, otherwise

(2)

In the pig instance segmentation algorithm for fusion adver-
sarial networks, the RoI head branch consists of three parts,
Mask Head, MaskIoU Head, and MaskDis Head. Lcls is the loss
value for classification regression, Lbox is the loss value for bor-
der regression, Lmask is the loss value for instance segmentation
generator, LIoU is the loss value for MaskIoU regression, and
LDis is the loss value for MaskDis Head regression. When train-
ing the mask generator, the loss function of the RoI branch is
defined as follows:

LRoI = Lcls + Lbox + Lmask + LIoU + LDis (3)

3 RESULTS AND DISCUSSION

In this section, MaskDis R-CNN is compared with Mask R-
CNN and MS R-CNN. In addition, it is evaluated in the
same experimental configuration: (1) comparison of experimen-
tal results in front and top views; (2) comparison of results
on COCO evaluation metrics; (3) comparison in segmentation
quality and scoring; and (4) comparison with other advanced
instance segmentation methods.

3.1 Experimental parameters and
evaluation indicators

A device configuration is established for the implementa-
tion of the proposed approach, which consists of Python 3.7
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TU ET AL. 5

FIGURE 3 Part of the dataset.

TABLE 1 distribution of the dataset.

Dataset Front view Top view Total

Train 105 75 180

Test 65 70 135

Total 170 145 315

software PyTorch running on a PC with AMD Ryzen5 2600X
and 3.00 GHz processor, 64 GB RAM and NVIDIA GeForce
RTX TITAN X GPU with 12GB GPU VRAM.

Experimental data were collected randomly over 10 days of
videos, containing 7 h of video per day, from 9:00 to 16:00 in the
‘Lejiazhuang Pig Farm’, Foshan City, Guangdong Province. And
they were recorded by FL3-U3-88S2C-C cameras. The experi-
mental data were saved in the audio video interleaved format
with a video frame rate of 25 fps. To obtain adequate and better
images, we focused on the five pens from the top and front view
angles. And the size of the pens was 7 m × 5 m × 3 m (m rep-
resents the unit of length), respectively, and the number of pigs
in each pen ranged from 3 to 20. Part of the training set and test
set data are shown in Figure 3.

After obtaining the video data, a total of 315 images were
selected according to a certain ratio, and these images were
divided into the train dataset and test dataset. The detailed infor-
mation of the dataset is shown in Table 1. In total, 180 images
were selected as the train dataset, including 105 images collected
by top view and 75 images by front view. And 135 images were
selected as the test dataset, including 65 images collected by
front view and 70 images by top view. Labelling the 315 images
with including 3423 pig objects cost about 135 person-hours.
Moreover, all animal experiments were conducted following
the guidelines provided by the Guangdong Provincial Labora-
tory Animal Welfare and Ethical Review Guidelines and were
approved by the Animal Welfare Committee of South China
Agricultural University (No: 2021F129).

Data pre-processing uses data augmentation, which includes
random horizontal flip, random brightness adjustment, ran-
dom contrast adjustment, random saturation adjustment, and
random hue adjustment. The Resnet-101 and FPN is used as
Backbone, where FPN uses layers 2 to 5 of the Resnet-101 net-
work, and the output of FPN has 256 channels. The number
of foregrounds retained after post-processing NMS is adjusted
in RPN, and its size is set to 1000. The learning rate is set to
0.0025, the epoch is set to 90, the batch size is set to 2, the scale
of degradation is 0.1, and the value of weight decay is set to
0.0001.

To analyze the quality of segmentation results, we used recall,
precision, F1 scores, and Precision-Recall (P-R) curves as eval-
uation metrics. AP is the area under the P-R curve and IoU is
the degree of overlap between the predicted bounding box and
the GT, which can be used to summarize the performance of an
object detection model.

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

F1 =
2 × Precision × Recall

Precision + Recall
(6)

AP =

1

∫
0

Precision ⋅ Recalldr (7)

IoU =
detection result ∩ ground truth
detection result ∪ ground truth

(8)

where True Positive (TP) is the number of pixels correctly
predicted to be pig category, False Positive (FP) is the num-
ber of pixels incorrectly predicted to be pig category, False
Negative (FN) is the number of pixels predicted to the pig cat-
egory as the background, and F1 is a comprehensive evaluation

 17519667, 0, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/ipr2.12880 by R

eadcube-L
abtiva, W

iley O
nline L

ibrary on [22/09/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



6 TU ET AL.

FIGURE 4 Comparison of training loss iteration curves of the model.

metrics of precision and recall rate. In our study, we adopted
the standard COCO style AP0.5:0.95 metric, which computes
the AP across various IoU thresholds ranging from 0.5 to 0.95
with an interval of 0.05. Additionally, we calculated the AP0.5
and AP0.75 metrics, which provide the AP values for different
IoU thresholds. Moreover, we computed AR0.5 and AR0.75,
representing the average recall (AR) values for different IoU
thresholds, and obtained the mean average recall (mAR) by aver-
aging the AR values at each IoU threshold. The IoU metric
serves to assess the accuracy of object detection by measuring
the overlap between the predicted bounding boxes and the GT.
It is computed as the area of overlap between the two boxes
divided by the area of their union.

3.2 Experimental results

The comparative training loss iteration curves of the three
instance segmentation models are shown in Figure 4. The blue,
green, and red curves are the segmentation mask loss values
of Mask R-CNN, MS R-CNN, and MaskDis R-CNN, respec-
tively. According to Figure 4, each curve starts to converge at
approximately 2000 iterations, after which the gap between the

loss values of the Mask R-CNN model and the MS R-CNN
model gradually decreases, while the gap between the loss val-
ues of both and MaskDis R-CNN model gradually increases.
In general, the loss value of the MaskDis R-CNN is relatively
small, indicating that the segmentation model of the fusion the
adversarial network convergence more easily.

Table 2 shows the statistics of image detection results and
comparisons. The number of pigs is the total of individual
pigs in the test dataset, the test number is the total of indi-
vidual pigs detected by the model, and the correct number is
the total of individual pigs correctly detected by the model in
the test number. The MaskDis R-CNN model detected a total
of 1204 group-housed pigs, of which 1108 pigs are correctly
detected, with a slight improvement in recall to 92.18%, preci-
sion increased by 2.25% to 92.03%, and F1 score increased by
0.0118 to 0.9210 when compared with the MS R-CNN model.
The model shows a larger improvement on the test set from the
front view, where the number of detections is 494, the num-
ber of correctly detected is 413. The F1 score increased by
2.56% to 84.63%. In the test set from the top view, the num-
ber of pigs detected is 710, the number of correct detections
is 695, the recall rate is 96.53%, the precision rate increased by
1.46% to 97.89%, and the F1 score increased only slightly. The
MaskDis R-CNN performs better in Precision and F1 values
than the MS R-CNN. Thus, the MaskDis R-CNN demonstrates
improvements in recall and precision, indicating an improved
segmentation quality compared to the Mask R-CNN and MS
R-CNN models.

The P-R curve (PR curve) of the three models is shown in
Figure 5, with an IoU threshold of 0.75 for the PR curve eval-
uation criterion. The blue line represents the PR curve of Mask
R-CNN, the red line represents the PR curve of MS R-CNN,
and the green line represents the PR curve of the MaskDis R-
CNN. Figure 5 shows that the green line is closest to the right
and covers the largest area, indicating better segmentation per-
formance. Based on the COCO evaluation metric, higher scores
for correctly detected results lead to a larger area under the PR
curve and higher average accuracy rates. The blue triangle in
Figure 5 represents the intersection point of the three curves.
To the left of the intersection point, the distance between the

TABLE 2 Statistics of image detection results and comparison.

Model Image type

Number

of pigs

Number

of tests

Number of

corrects

Recall

(%)

Precision

(%) F1 Time (s)

Mask R-CNN

Front view 482 608 423 87.76 69.57 0.7761

0.284Top view 720 707 690 96.83 97.60 0.9671

Total 1202 1315 1113 92.60 84.64 0.8844

MS R-CNN

Front view 482 505 405 84.02 80.20 0.8207

0.286Top view 720 728 702 97.50 96.43 0.9696

Total 1202 1233 1107 92.10 89.78 0.9092

MaskDis R-CNN

Front view 482 494 413 85.68 83.60 0.8463

0.288Top view 720 710 695 96.53 97.89 0.9720

Total 1202 1204 1108 92.18 92.03 0.9210
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TU ET AL. 7

FIGURE 5 Precision-recall curve of herd pig instance segmentation
model with fusion adversarial network.

three curves is relatively similar, but to the right of the intersec-
tion point, the distance between the curves gradually increases.
Due to the fusion of adversarial networks, the quality of detec-
tion and segmentation results is improved, resulting in higher
recall and precision values.

Based on Figure 5, MaskDis R-CNN demonstrates superior
segmentation effectiveness compared to the other two mod-
els. Figure 6 illustrates the segmentation results achieved by
MaskDis R-CNN. Each detection box in the upper left cor-
ner is labelled with classification (CLS) and MS, representing
the classification and segmentation quality scores, respectively.
Based on the classification scores in Figure 5, the pigs exhibit
a CLS of 1.00, with an average MS score exceeding 0.9.
When dealing with densely packed and closely connected pigs,
MaskDis R-CNN achieves more comprehensive pig segmen-
tation, displaying smooth segmentation boundaries without
fragmentation or missed segments.

3.3 Comparison of results on the COCO
evaluation metrics

The results of the three models’ segmentation tasks on the
COCO evaluation metrics are shown in Table 3. We compare
the three models in the front view, the top view, and the total
of front view and top view. According to Table 3, the pro-
posed MaskDis R-CNN method performs better in instance
segmentation of objects. The performance of MaskDis R-CNN
reaches 96.09(AR50), 85.36(AR75), 73.36(mAR), 92.76(AP50),
80.76(AP75), and 68.55(mAP), has a significant promotion
compared to MS R-CNN. Also, compared with MS R-CNN,
the MaskDis R-CNN increases by 2.25%, 2.28%, 1.37%, and
1.9% in the metrics of AR75, mAR, AP75, and mAP, respec-
tively. Therefore, our method is validated in improving the
segmentation performance.

The ablation experiments of our method are shown in
Table 4 under the COCO evaluation metrics. The best perfor-
mance is achieved using Resnet-101 as the backbone network
and adopting Stochastic Gradient Descent (SGD) for the opti-
mizer, as shown in Table 4. Our approach’s AP50, AP75, mAP,
and mAR values were 92.8%, 80.8%, 68.6%, and 73.4%, respec-
tively. Therefore, we use this configuration to compare it with
other advanced instance segmentation methods.

3.4 Comparison of segmentation quality
between MaskDis R-CNN and MS R-CNN

The segmentation result of the MS R-CNN model is shown at
the top of Figure 7. The segmentation result of the MaskDis R-
CNN model is shown at the bottom of Figure 7. According to
Figures 7a and 7b, the segmentation quality of the MS R-CNN
model is flawed in the case of dense overlap of pigs, resulting
in the segmentation target’s MS score falling below 0.7, and

FIGURE 6 The segmentation result of the MaskDis R-CNN model.
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8 TU ET AL.

TABLE 3 Results of the model under the COCO evaluation metrics.

Model Image type AR50 (%) AR75 (%) mAR (%) AP50 (%) AP75 (%) mAP (%)

Mask R-CNN

Front view 89.00 64.73 56.64 84.05 55.03 49.86

Top view 97.78 93.06 78.40 96.60 92.17 75.79

Total 94.26 81.7 69.68 92.08 77.68 65.67

MS R-CNN

Front view 91.49 65.35 58.42 82.68 55.43 50.35

Top view 99.03 95.00 79.56 98.31 93.34 76.80

Total 96.01 83.11 71.08 93.09 79.39 66.65

MaskDis R-CNN

Front view 92.12 70.12 61.76 82.84 58.61 52.76

Top view 98.75 95.56 81.13 97.24 93.98 77.95

Total 96.09 85.36 73.36 92.76 80.76 68.55

TABLE 4 ablation experiments under the COCO evaluation metrics.

Model Backbone Optimizer Image type AP50 (%) AP75 (%) mAP (%) mAR (%)

MaskDis R-CNN

R50

Adam

Front view 84.8 47.4 47.1 57.0

Top view 97.3 91.0 76.3 78.9

Total 91.5 75.1 65.4 69.7

SGD

Front view 79.2 49.6 52.4 55.8

Top view 97.8 91.6 76.9 78.4

Total 91.2 75.7 68.0 69.3

R101

Adam

Front view 78.4 49.7 46.1 55.0

Top view 97.6 93.5 77.2 79.5

Total 91.9 77.1 65.9 69.7

SGD

Front view 82.9 58.6 52.8 61.8

Top view 97.2 94.0 78.0 81.1

Total 92.8 80.8 68.6 73.4

FIGURE 7 Comparison of the segmentation quality score between MaskDis R-CNN model and MS R-CNN model. MS R-CNN, mask scoring R-CNN.
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TU ET AL. 9

FIGURE 8 Comparison of front view and top view segmentation quality between MaskDis R-CNN model and MS R-CNN model. MS R-CNN, mask scoring
R-CNN.

therefore the model has missed detection. According to
Figures 7c and 7d, the model with the fused adversar-
ial network has improved segmentation quality, increasing the
MS score of the segmentation results, thus avoiding missed
detections to some extent and improving the recall rate.

To further demonstrate the effectiveness of our proposed
MaskDis R-CNN, we compare the segmentation quality of the
MaskDis R-CNN model and the MS R-CNN model from the
top and front views. The segmentation result of the MS R-CNN
model is shown at the top of Figure 8, and the segmentation
result of the MaskDis R-CNN model is shown at the bottom
of Figure 8. According to Figure 8, the main problem of MS R-
CNN is the incomplete segmentation of pig bodies (Figures 8a,
8c, 8d), and a small number of segmented fragments (Figure 8b)
appear on other pig bodies in the case of dense and sticky pig
populations. And the segmentation boundary is not smooth
enough (Figure 8c). However, there are improvements in the
segmentation results of the MaskDis Mask method with the
addition of the adversarial network, such as improved quality of
both segmentation details and segmentation boundaries, more
complete segmented pigs, and fewer segmented fragments.

3.5 Results comparison with other advanced
instance segmentation methods

We used the proposed model to conduct comparison experi-
ments with the four advanced instance segmentation methods,
including YOLACT [34], Swin Transformer [35],YOLOv5-seg,
and SOLOv2 [36] on the same dataset. The YOLACT is a real-
time instance segmentation model that combines detection and
segmentation, achieving 33.5 fps on the MS COCO dataset.
The Swin Transformer is a transform-based instance segmenta-

tion method that introduces a hierarchical Transformer whose
representation is computed with Shifted windows to better
capture global contextual information. The YOLOv5-seg is a
high-speed instance segmentation algorithm that keeps accu-
racy while achieving real-time performance. The SOLOv2 is a
one-stage instance segmentation method that combines detec-
tion and segmentation, which uses deformable convolution and
a feature selection module with an attention mechanism that can
better adapt to the shape and scale variations of the instances.

The comparison results of our approach with other advanced
instance segmentation methods are shown in Table 5. Our
approach achieved the best performance on the metrics of
COCO. The AP50, AP75, mAP, and mAR values of our
approach were 92.8%, 80.8%, 68.6%, and 73.4%, respectively.
Compared with the YOLACT method, our approach improved
by 4.9%, 12.1%, 8.9%, and 5.9% in AP50, AP75, mAP, and mAR.
Compared with the Swin Transformer method, our approach
improved by 2.7%, 20.7%, 16.3%, and 10.6% in AP50, AP75,
mAP, and mAR. Compared with the SOLOv2 method, our
approach improved by 0.5%, 6.9%, and 2.9% in AP50, AP75,
mAP. Compared with the YOLOv5-seg method, our approach
improved by 2.7%, 2.5%, and 5.5% in AP50, AP75, and mAP.
These comparison results demonstrate that our approach can
effectively improve the pig segmentation performance.

4 DISCUSSION

In this paper, we propose MaskDis R-CNN, a deep learn-
ing algorithm by fusing adversarial networks, for the detection
and instance segmentation of herd pigs in complex scenarios.
The key innovations include designing adversarial networks,
integrating them into MS R-CNN, and then proving their
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10 TU ET AL.

TABLE 5 Results comparison with other advanced instance segmentation
methods.

Model Image type

AP50

(%)

AP75

(%)

mAP
(%)

mAR
(%)

YOLACT

Front view 77.8 47.0 44.7 55.9

Top view 93.8 84.5 70.5 75.3

Total 87.9 68.7 59.7 67.5

Swin transformer

Front view 83.9 40.8 42.4 54.6

Top view 94.9 77.3 61.2 68.3

Total 90.1 60.1 52.3 62.8

YOLOv5-seg

Front view 80.2 66.8 53.6 –

Top view 96.9 86.7 73.1 –

Total 90.1 78.3 63.1 –

SOLOv2

Front view 83.5 54.8 51.8 63.3

Top view 97.7 86.7 75.3 80.6

Total 92.3 73.9 65.7 73.7

MaskDis R-CNN

Front view 82.8 58.6 52.8 61.8

Top view 97.24 94.0 78.0 81.1

Total 92.8 80.8 68.6 73.4

effectiveness, for instance, segmentation tasks of group-housed
pigs. The advantage of the MaskDis R-CNN method is the abil-
ity to detect and segment instances of heavily obscured and
overlapping pigs, which can be further developed to perform
tasks such as pig welfare monitoring [37–39].

Previous instance segmentation studies in pigs were chal-
lenged by occlusions, light variations, and background factors
[21]. To address this issue, adding adversarial network can
enhance the quality of instance segmentation, as the training
process uses adversarial training to make the prediction mask
closer to the GT in order to achieve enhanced segmentation
quality. In our work, the adversarial network head branch is
designed and added to the MS R-CNN, called MaskDis Head,
which is used as a discriminator, and Mask Head is used as a
generator during model training. Through the adversarial train-
ing of the generative network, the generator learns pixel-level,
low-level, and middle-level features. The segmentation qual-
ity is improved as the function of the segmentation mask loss
converges more easily during model training.

Mask R-CNN and MS R-CNN are efficient methods in both
the top and front views. However, it does not achieve the
expected results in the situation of the overlapped pigs. When
there is a problem caused by dense overlap and severe occlu-
sion, the problem is more severe in front views. To get better
segmentation results, the MaskDis R-CNN instance segmenta-
tion model creates the adversarial network branch for guiding
the segmentation mask training of the model. The improved
model is compared with the MS R-CNN model for experi-
ments and analysis, and the results show that MaskDis R-CNN
improves the segmentation quality. In the comparative analy-
sis of the segmentation results between MaskDis R-CNN and
the MS R-CNN model, it is found that the MaskDis R-CNN

improves the quality of instance segmentation on the situation
of the overlapped pigs, which indicates that the adversarial net-
work branch of MaskDis R-CNN improves the ability to handle
the detail information of instance segmentation.

The final experimental results have shown that the MS R-
CNN model can achieve detection accuracy with a recall of
92.10% and a precision of 89.78%. And this method sometimes
misses the detection and does not work well for segmentation
of herd pigs in the case of dense and adhesive. However, the
MaskDis R-CNN can void this situation and improve the quality
of intensive herd raised piglets with a precision of 92.03% and
an F1 score of 92.10%. In conclusion, the MaskDis R-CNN sig-
nificantly outperforms MS R-CNN for instance segmentation in
a dense environment of pig pens.

5 CONCLUSION

To solve the problem of unsatisfactory segmentation perfor-
mance under overlapping or partial occlusion between pig’s
scenes, we propose an approach named MaskDis R-CNN by
fusing the MS R-CNN model and the adversarial network. The
new method solves the problem that MS R-CNN does not
achieve the expected results in specific situations such as pig
dense and occlusion situations. Mask Head is used as a genera-
tor, and MaskDis Head as a discriminator during model training.
Adversarial training of the generated network keeps the pre-
diction mask close to GT for improving segmentation quality
during model testing.

We conducted comparative experiments between Mask R-
CNN, MS R-CNN, and our proposed approach to demonstrate
our method’s effectiveness in the overlapped pigs and occlusion
situation. Our method outperforms the other two approaches,
which can achieve a recall of 92.18%, a precision of 92.03%,
and an F1 score of 0.9210. In addition, by adopting the COCO
evaluation metrics, our approach achieves an mAP of 73.36%
and an mAR of 68.55%, which are higher than the other two
algorithms. In addition, our method performance is better than
other advanced instance segmentation methods. Considering
these results, it is demonstrated that the proposed method
improves the problem of poor segmentation quality due to the
dense and occlusive herd of pigs.

Although this paper achieves accurate segmentation, there
are still some constraints: (1) the proposed model cannot
achieve the characteristics of lightweight, fast speed, and strong
portability, which requires operations such as convolution and
ROI pooling on each candidate region. This leads to higher
computational and memory requirements. (2) In the case of
severe occlusion, the proposed model still suffers from missed
and false detections, resulting in segmentation performance
that does not meet practical needs. Future work will optimize
the network architecture of the proposed approach, which can
reduce the computational requirements and increase the infer-
ence speed. The improved model also provides a theoretical
basis for the intelligent development of pig farming and has
great significance for improving pig welfare and guiding the
production.
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